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“Data to Decisions”: What I’ll Mention

(1) Examine areas of research which may contribute to breakthroughs for the

current analytical and decision processes. Specifically, investigate areas which

impact the organizing principals of data and information. . . . a. Storage to

include onboard, centralized and distributed. b. Data definition, structure, and

optimal approaches. c. Automated text and entity extraction and processing to

include onboard, centralized and distributed. d. Socio-cultural modeling and

visualization e. Hybrid data fusion and understanding . . .

(3) . . . What are the ways in which data can be validated in automated ways?

. . . For example, how can automated techniques be used as a way to perform data

triage to reduce the amount of data to review, options to consider, false alarms,

etc.? What techniques can dramatically increase human understanding in the

large data sets? (And how do you demonstrate that?)

(4) . . . data . . . is more freely available through network level services. What are

the impediments to achieving this vision from a theoretical or practical limit

perspective?
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Conclusions: A Personal Perspective

• How to do “Data to Decisions” research:

– Pick a unifying data abstraction, one that . . .

– Both liberates and focuses research progress, and which . . .

– Permits constant, cheap, and quantitative surrogate progress assessment.

– Occasionally do expensive, time-consuming, and perhaps only qualitative

validation with humans.

• Research principles:

– Embrace big data. Don’t filter.

– Optimize the entire “data to decisions” pipeline, including the humans.

Better data does not ensure better decisions.
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Outline: data abstraction . . .

• How to do “Data to Decisions” research:

– Pick a unifying data abstraction, one that . . .

– Both liberates and focuses research progress, and which . . .

– Permits constant, cheap, and quantitative surrogate

progress assessment.

– Occasionally do expensive, time-consuming, and perhaps

only qualitative validation with humans.
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The Goal of the Networks Grand Challenge

“In this project, we build upon considerable existing Sandia

capabilities in scalable computing and advanced analysis

algorithms. We will understand and elicit the needs of the

intelligence community, do basic research on uncertainty in

the intelligence domain, research and evaluate novel analysis

algorithms, and implement that research to address those

needs to create a flexible, interactive capability for intelligence

analysis on large datasets.”
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Background on Grand Challenges and Sandia 

•  Sandia develops science-based 
technologies to support national security. 

•  About half of the lab’s work is around 
stockpile stewardship.  The other half 
includes nonproliferation, homeland 
security, and defense / analysis systems.  

•  GCs at Sandia are intended to be high-risk 
and high-reward. 

•  Projects have extensive visibility within 
Sandia and within federal agencies. 

•  Highly competitive.  NGC was one of only 
2 projects started in 2008. 

•  Project teams are given wide latitude. 

Sandia and Grand Challenges Networks Grand Challenge (NGC) 

•  Three years,  multiple millions of dollars in 
funding, all of which is R&D. 

•  Leverages a number of Sandia strengths 
–  Discrete math 
–  Informatics 
–  High-performance computing (SNL regularly 

near the front of TOP500 rankings) 
–  Analysis work on behalf of federal agencies 

•  Project builds on what Sandia believes is an 
opportunity for major advances by pushing 
R&D for analysis of networks. 

•  Team of ~40 across a range of Sandia 
organizations. 
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Two Problem Domains of Interest

Cybersecurity1 Technology Surprise

1 Economist, Volume 391, Number 8630, May 9th, 2009
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Flat Graphs are Matrices 
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Best rank-k matrix filters out noise 
and captures “latent” information, 

which improves certain data mining 
tasks


Examples:


•  Text Analysis (LSA) 
•  Web search (HITS) 
•  Clustering 

But there may be more useful information in the data!


or
 Traditional Approach 
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Semantic Graphs

• Links/edges have labels

– time

– terms in message

– to/cc

• Examples

– WWW (anchor text)

– Email communications

– Network traffic

to:

Jan 2008

“meeting”
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Robustly “connecting the dots” requires  
appropriate data abstractions and algorithms"

Data!
matrix!

Data!
tensor!

Extra dimensions offer more 
explanatory power: uncover 
new latent information and 
reveal subtle relationships!

Entities &!
Relationships!

Sandia uses semantic graphs and tensors as unifying data abstractions"
•  Supports rich relationship-centered analysis!
•  Combines large, heterogeneous data corpora!
•  Different abstractions support different analytics!

Semantic graph entities & 
relationships have labels 
(e.g., “met with”, time stamp,  
etc.) !

Semantic!
Graph!

Discovered waste & abuse in Enron emails!

games, week, missed, picked, 
prize, wins, scored, upsets!

California, power, utilities, energy, 
utility, governor, market!

J. Steffes, S. Kean, J. Dasovich, 
R. Shapiro, P. Allen, ...!

A. Pace, L. Campbell, C. Dean!

Build a “data tensor” such 
that there is a data matrix 
for each attribute type.!
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Outline: liberates and focuses research . . .

• How to do “Data to Decisions” research:

– Pick a unifying data abstraction, one that . . .

– Both liberates and focuses research progress, and

which . . .

– Permits constant, cheap, and quantitative surrogate

progress assessment.

– Occasionally do expensive, time-consuming, and perhaps

only qualitative validation with humans.
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Community Detection in Semantic 
Networks 

•  Problem:  
–  Graph nodes are connected by multiple 

edges types. 
–  We don’t  know the relative importance 

of different edge types. 
•  Questions:  

–  What  are the consistent communities?  
–  How do we search the space of  good 

clusterings?  
–  Given the ground truth, how do we 

extract the relative weights?  

•  Challenges:  
–  Difficulty of  community finding in 

regular graphs 
–  Very large graphs 
–  Noisy data 

•  Proposed solutions:  
–  Use ensemble methods to find 

consistent communities 
–  Approximate community structure 

with the Fiedler vector to search the 
clustering space.  

–  Solve a nonlinear optimization 
problem to extract weighting 
information 
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Slide 1 

Connection Subgraphs 

Find: A subgraph of semantic graph with at most k nodes that “best” 

represents the relationship between special nodes.  

•!High weight, short paths, interconnection, avoid high-degree nodes 

•!Extensions: other metrics, faster algorithms, completing a group 

John 

Political 

Fundraising 

Event 

Dave Greg 

Jill Susan 
Married to 

Works with 

Bridge partner 

Dentist/patient 
Neighbor 

Attended 
Catered 

Kids are 

friends 
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Sandiaʼs technologies have identified early 
warning indicators in complex networks"

• Stochastic hybrid system models for prediction"
• Model communities"
• Agents in one community “infecting” the other community"
• Continuous system models interactions within communities"
• Discrete system models between communities"
• Successfully predicted several social phenomena (e.g. 

Danish cartoon uprising)"
discrete
system

continuous 
system

inputs

inputs

mode outputs

discrete
system

continuous 
system

inputs

inputs

mode outputs

Danish Cartoons 

• Network structures may matter more for prediction than 
traditional intrinsics "

• Integrating network topology, dynamics, and content 
enables useful information to be obtained from uncertain, 
incomplete data"

Network entropy precedes violence 
and provides early warning"
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Outline: quantitative surrogate assessment . . .

• How to do “Data to Decisions” research:

– Pick a unifying data abstraction, one that . . .

– Both liberates and focuses research progress, and which . . .

– Permits constant, cheap, and quantitative surrogate

progress assessment.

Two examples to follow: multi-lingual clustering and

exfiltration detection.

– Occasionally do expensive, time-consuming, and perhaps

only qualitative validation with humans.
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Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin Company, 
for the United States Department of Energyʼs National Nuclear Security Administration  

 under contract DE-AC04-94AL85000.#

Brett Bader!
Sandia National Laboratories#

(Excerpts from) Algebraic 
Techniques for 

Multilingual Document Clustering#

SAND 2010-1219P 
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Cross-language Information  
Retrieval (CLIR)"

Documents could be in any language#

English#

French#

Arabic#

Spanish#

Example: languages on the web#
Goal: Cluster documents by 
topic regardless of language#

•  Translation triage#
•  Multilingual sentiment 

analysis#
•  Ideological classification#
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Bible as Parallel Corpus"

5 languages for training and testing#

Translation" Terms" Total Words"

English (King James)# 12,335# 789,744#

French (Darby)# 20,428# 812,947#

Spanish (Reina Valera 1909)# 28,456# 704,004#

Russian (Synodal 1876)# 47,226# 560,524#

Arabic (Smith Van Dyke)# 55,300# 440,435#

•  Languages convey information in different number of words#

Isolating language# Synthetic language#

Kegelmeyer, June 24, 2010, JASON, “Data to Decisions” Page 18 of 44



Term-Doc Matrix"
Term-by-verse matrix 

for all languages#

terms#

Bible verses#

English#

Spanish#

Russian#

Arabic#

French#

163,745 x 31,230#

Look for co-occurrence of 
terms in the same verses 
and across languages to 
capture latent concepts#

•  Approach is not new: pairs of languages in Latent Semantic Analysis (LSA)#
-  English and French (Landauer & Littman, 1990)#
-  English and Greek (Young, 1994)#

•  Multi-parallel corpus is new#
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Multilingual Latent Semantic Analysis"

Term-by-verse matrix 
for all languages#

terms#

Bible verses#

English#

Spanish#

Russian#

Arabic#

French#

U!
V!Σ
 T!

Truncated SVD#

Applications#
•  pairwise similarities for clustering#
•  machine learning applications#

term x concept#

dimension 1 0.1375
dimension 2 0.1052
dimension 3 0.0341
dimension 4 0.0441
dimension 5 -0.0087
dimension 6 0.0410
dimension 7 0.1011
dimension 8 0.0020
dimension 9 0.0518
dimension 10 0.0822
dimension 11 -0.0101
dimension 12 -0.1154
dimension 13 -0.0990
dimension 14 0.0228
dimension 15 -0.0520
dimension 16 0.1096
dimension 17 0.0294
dimension 18 0.0495
dimension 19 0.0553
dimension 20 0.1598

Project#
new document#
into subspace #

of UΣ-1#

Document 
feature 
vector#

Generate small number of 
language independent 

“descriptors” of every document#
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Performance Metrics"

•  Average precision at 1 document (P1)#
-  Equals the percentage of times the translation of the 

query ranked highest#
-  Essentially, P1 measures success in retrieving 

documents when the source and target languages are 
specified#

•  Average multilingual precision at 5 (or n) documents (MP5)#
-  The average percentage of the top 5 documents that 

are translations of the query document#
-  Calculated as an average for all queries & all languages#
-  Essentially, MP5 measures success in multilingual 

clustering#

•  Standard measures from information retrieval but adapted 
for multiple languages#
•  Striving for 90% MP5#

?#

Lang 1#

query#

?#

?#

Lang 1#
Lang 2#

query#
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More languages = Better results"

0
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(Chew and Abdelali, 2007)#

LSA with 300 concept vectors#
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Language Morphology"

•  Isolating language:  One morpheme per word#
-  e.g., "He travelled by hovercraft on the sea." Largely isolating, but travelled and hovercraft each 

have two morphemes per word.  (Wikipedia)#

•  Synthetic language:  High morpheme-per-word ratio#
-  German: Aufsichtsratsmitgliederversammlung => "On-view-council-with-limbs-gathering" meaning 

"meeting of members of the supervisory board".  (Wikipedia)#
-  Chulym: Aalychtypiskem => "I went out moose hunting"  #
-  Yupʼik Eskimo: tuntussuqatarniksaitengqiggtuq => “He had not yet said again that he was going to 

hunt reindeer.”  (Payne, 1997)#

Translation" Terms" Total Words"

English (King James)# 12,335# 789,744#

Arabic (Smith Van Dyke)# 55,300# 440,435#

Isolating language# Synthetic language#

Chinese# Quechua, Inuit (Eskimo)#

Languages convey information in different number of words#
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Sample Tokenization"

Wordform Tokenization 
abaissée abaissé + e 
abaissées abaissé + es 
abaissèrent abaiss + èrent 
acceptance accept + ance 
acceptation accept + ation 
acquaintance acquaint + ance 

We use these “morphemes” 
in place of terms#
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Latent Morpho-Semantic  
Analysis (LMSA)"

•  Fewer morphemes than terms#
•  X matrix is smaller but denser#

Morpheme-by-verse matrix 
for all languages#

morphemes#

Bible verses#

English#

Spanish#

Russian#

Arabic#

French#

U!
V!Σ
 T!

Truncated SVD#

morpheme x concept#

X!
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Comparison by Language"

0

0.1

0.2

0.3

0.4

0.5
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0.9

Arabic English Spanish French Russian

Pr
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(M
P5

)"

Statistically significant improvements at 
p < 0.001#

Kegelmeyer, June 24, 2010, JASON, “Data to Decisions” Page 26 of 44



Clustering Close-up"

•  John and Acts have tight clusters#
•  Some mixing with Matthew, Mark, 

Luke (synoptic gospels - share a 
similar perspective)#
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CLIR Methods & Results"

Method MP5 

SVD/LSA (α=1) 26.1% 

SVD/LSA (α=1.8) 65.5% 

Tucker1 71.3% 

PARAFAC2 78.5% 

LSATA 80.7% 

LMSA 73.7% 

LMSATA 88.1% 

PARAFAC2#

LSATA & LMSATA#

Overall Results#

(Bader & Chew, 2009)#

•  Early on, documents tend to 
cluster more by language than 
by topic#
•  Morphology represents 

significant improvement#
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(Excerpts from) Statistical Language Analysis for  
Automatic Exfiltration Event Detection: 

The Insider Cyber Threat 

David G. Robinson, drobin@sandia.gov 
Sandia National Laboratories 

QMDNS 2010 
May 25, 2010  

Sandia National Laboratories is a multi-program laboratory operated by Sandia Corporation, a wholly owned subsidiary of Lockheed 
Martin company, for the U.S. Department of Energyʼs National Nuclear Security Administration under contract DE-AC04-94AL85000. "
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Statistical Framework for Text Analysis 

Latent Dirichlet Allocation (LDA) is one specific probabilistic framework used in natural language analysis.  

•  Algebraic (e.g. Latent Semantic Analysis) methods: bag-of-words assumption states 
that the order of words is not important. What probability structure is implied by this 
assumption? 

•  Per de Finetti’s Theorem an exchangeable sequence of random variables is a mixture of 
independent and identically distributed random variables.  

•  If we assume that the words in a document are not truly independent, but are exchangeable, 
then we can use a generative model to describe how documents are generated.  

•  Given the framework of a generative model, we can do the inverse and estimate the 
probability that words are in topics and topics are in documents. 

Generative model: given a set of topics and bags of 
words associated with each topic, we can generate 
documents using a mixture of the topics.  

Estimation problem: Given a set of 
documents, find the associated topics and 
bags of words associated with each topic. 

Topic 1

Topic 2

document 1: scrum, match, play, play, gentleman

document 2:  play, match, court, scene,

document 3: scene, play, play, scene, court, gentleman

?

?

?
?

?

?

?

?

Kegelmeyer, June 24, 2010, JASON, “Data to Decisions” Page 30 of 44



pLSA v LSA Matrix Interpretation 
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pLSA/LDA Highlights 
•  Assuming particular distributions for the random variables results in a family of 

methods including: Latent Dirichlet Allocation (LDA), Pachinko Allocation Models 
(PAM), etc.  

•  Documents have multiple topics 
•  pLSA is different from document clustering models and naive Bayes models in that 

documents are not uniquely assigned to clusters, but are characterized by a mixture 
of factors (topics) with weights p(z|d)  

•  Polysemous words 
•  LSA requires that each word have a single location in reduced space so words with 

multiple meanings are difficult to handle. However, pLSA deals with polysemous 
words by allowing words to belong to different topics and distinguishes between 
different meanings and different word usage. Allows discovery of unknown actors 
and unknown relationships between actors.  

•  Interpretation of results 
•  Topic vectors in LSA can be difficult to relate to original problem; topic vectors in 

pLSA can be related directly to words/documents through !. 
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Cyber Problem: IEEE VAST 2009 

•  Treat each network event as a body of information or document 

•  Transform each event into a document of words where each word is 
associated with one characteristic 

We were presented with the problem of identifying an insider threat in a cyber 
environment. Header information from 115,414 network events over the course of 
1 month were provided. 

Our Analysis Goal: Identify unusual patterns in network usage  
and the associated Source IP and Destination IP addresses  

Each of these are unique ‘words’ in a document …  

Each network event (row) is a ‘document’ … 

Raw data … 
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Natural Language Analysis of Events 
•  Used complete set of observations of network traffic 
–  number of events: C=115414  
–  number of words: N=20328 
–  number of topics (clusters): T=50  

•  Latent Dirichlet Allocation used to build ‘soft’ clusters (topics) of 
network traffic characterized by: 
–  Θ:  CxT matrix where each row is conditional pdf of topics in document i :  

•  !ij  = Pr{topic zj | document i} 
•  "j Pr{topic zj | document i} = 1 

•  Hellinger distance is used to characterize the 
similarity between the mixture of topics in 
documents i and j. 

KL is asymmetric and a symmetric alternative is:

KLs(θr,θs) =
1

2
[D(θr,θs)+D(θs,θr)] (2.5)

Jensen-Shannon A closely related similarity measure is the Jensen-Shannon divergence measure:

DJS(θr,θs) = KLs(θr,θq) =
1

2

�
D(θr,θq)+D(θs,θq)

�
(2.6)

where:

θq = (θr +θs)/2 (2.7)

The Jensen-Shannon divergence is equal to 1/2 the Jeffrey Divergence.

Meila Divergence Meila [6] proposed a similarity measure between document clusters based on

information theory. Define the entropy of a document cluster r:

Hr =−
K

∑
k=1

θrk log
2

θrk (2.8)

and:

E [θr] = ∑
m

θrm/M (2.9)

E [θrs] = ∑
m

θrmθsm/M (2.10)

I(r,s) =
J

∑
j=1

T

∑
k=1

E
�
θ jk

�
log2

�
E

�
θ jk

�

(E
�
θ j

�
)(E [θk])

�
(2.11)

then:

Dr,s = Hr +Hs−2I(r,s) (2.12)

Hellinger Distance Hellinger Distance is a measure of the distance between populations with

multivariate distributions having probability density functions r and s. The distance is given

by

�
2(1− p) where:

p =
� ∞

−∞
· · ·

� ∞

−∞
r(θr)s(θs)dθrdθs (2.13)

Blie [1] suggests the following form of the Hellinger distance as a measure of the similarity

between documents i, j :

Di j = E

�
K

∑
k=1

��
θik−

�
θ jk

�2

|wi,w j

�
(2.14)

Di j =
T

∑
k=1

��
θik−

�
θ jk

�2

/T (2.15)
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Network Events by Cluster 

Note how these 
clusters are different 
than the others  

115414 network events 

P
r{
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r}
 

There are 50 clusters; each 
cluster is a row of the 

document-topic matrix ". 

Each plot is a single row/
cluster.  
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Results: Anomaly Detection 

•  Applying the Hellinger measure to the 
document-topic matrix ! results in a 
115k x 115k symmetric similarity 
matrix.   

•  Down-sampled the matrix (1000 
samples) and the resulting dendrogram 
and heat map are presented here. 

The analysis highlighted 18 anomalous network events and 
these results match the IEEE VAST 2009 published ‘truth’.  
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Critical Points to Take Away 
•  You don’t have to fully understand what normal network behavior is to identify 

abnormal behavior.  You just need to be able to identify ‘less normal’ behavior. 

•  Current cyber security methods depend heavily on: 
–  Long list of rules that is becoming longer and which can conflict 
–  Years of experience to identify suspicious network events 
–  Rules only apply to things you know have happened; new approach allows for 

discovery of unknowns.  

•  Professional cyber analysts took about 90 minutes to narrow the VAST data 
down to 80 events.  The new methodology took 5 minutes and found the true 18 
events (in complete ignorance). 

•  LDA analysis can be implemented in an real-time monitoring fashion so suspect 
events can be identified early, with quantifiable risk associated with decision 
making. 

•  Algorithm is currently being tuned for implementation at Sandia firewalls 
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Outline: qualitative validation . . .

• How to do “Data to Decisions” research:

– Pick a unifying data abstraction, one that . . .

– Both liberates and focuses research progress, and which . . .

– Permits constant, cheap, and quantitative surrogate

progress assessment.

– Occasionally do expensive, time-consuming, and

perhaps only qualitative validation with humans.
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The Point of Prototypes

• “serve to harvest, harden, and instantiate the

fruits of the research teams”

• “They focus, connect, and permit assessment of

the research threads developed in the NGC.”

• “allow us to acquire concrete user feedback on

the user interface mechanisms provided by Ti-

tan”

• “also allow us to run empirical tests on theoret-

ical claims”

• “build confidence that future IC tool develop-

ment can make use of our informatics algo-

rithms”
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Better Data = Better Decisions?

• Evolutionary psychology has a lot to answer for.

• Changing data and data presentation can change decisions in a very counter

intuitive way:

– Ratios vs percentages vs odds.

– Personal experience in a mammography clinical study.

– Lots and lots of other, documented, examples.

• Usefully worrisome things to read:

– Influence: The Psychology of Persuasion, Robert Cialdini.

– Cognitive Biases — A Visual Study Guide at www.scribd.com.

– Prediction: Science, Decision Making and the Future of Nature,

Sarewitz, Pielke and Byerly.
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Test: Does Visualization Actually Help?

• Compare NGC’s P2 to dtSearch;
compare visual document exploration to
command line booleans.

• Task: 300 documents, find the documents
that answer two sets of four questions.

• 10 analysts, within-group counterbalanced
experimental design.

• Metrics: recall, precision, and time on task.

Visual: NGC Prototype 2

Command line: dtSearch
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Test: Human Vs. Analytic Categorization

• 22 IIR documents on a real question of
analytic importance to Sandia.

• 15 analysts.

• Each analyst spends two hours reading
and sorting the documents while
observed, and is then interviewed.

• Compare and contrast analyst
categorizations, to each other, and to
LSA, LDA, and cosine similarity
clustering.

Ring View of Document Clustering
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Test: UI Evaluation via Cognitive Load

• Compares two user interface designs.

• Each participant does a set of simple UI
tasks while
. . . simultaneously in a Sternberg test.

• Sternberg error measures cognitive load
from the UI.

• NASA Task Load Index for subjective
load measurement.
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Conclusions, Redux

• How to do “Data to Decisions” research:

– Pick a unifying data abstraction, one that . . .

– Both liberates and focuses research progress, and which . . .

– Permits constant, cheap, and quantitative surrogate progress assessment.

– Occasionally do expensive, time-consuming, and perhaps only qualitative

validation with humans.

• Research principles:

– Embrace big data. Don’t filter.

– Optimize the entire “data to decisions” pipeline, including the humans.

Better data does not ensure better decisions.

Kegelmeyer, June 24, 2010, JASON, “Data to Decisions” Page 44 of 44


