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Increasing desire to use HPC for informatics"
–  Process massive amounts of data"

•  Current approaches cull data before processing"
•  HPC could identify global relationships in data"
•  Time-series analysis to identify patterns (requires large time 

windows)"
–  Some problems have strong compute requirements"

•  Eigensolves, LSA, LMSA (lots of matrix multiplies)"
•  Graph algorithms"

–  National security interest"

Increasing desire to use DWA in HPC-app workflow"
–  Post-processing sim data (e.g., economic modeling)"
–  I/O system metadata (fast indexing, searching)"
–  Feature selection/detection for “data triage” in DWA"
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•  Model economic impact of disruptions in infrastructure"
–  Changes in U.S. Border Security technologies"
–  Terrorist acts on commodity futures markets"
–  Transportation disruptions on regional agriculture and 

food supply chains"
–  Optimized military supply chains"
–  Electric power and rail transportation disruptions on 

chemical supply chains"

•  Compute and data challenges"
–  Models economy to the level of the individual firm"
–  Model transactions from 10s of millions of companies"
–  Simulation data ingested into DB for analysis"
–  DB ingest is bottleneck (10x time to simulate data)"
–  Time to solution is critical… want answers in hours"
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•  Potential Benefits"
–  Cray XT provides memory and compute resources for large-scale simulations"
–  Netezza provides fast queries for post-analysis of data"

•  Software and Hardware Incompatibility"
–  Specialized internal network APIs (Portals) for Cray"

•  No support for standard DB interfaces (e.g., ODBC)"
–  Fast network internally (2 GB/s/link), slow externally (1 Gb/s)"

•  Networked integration of systems leads to I/O bottleneck"
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Network Scalable Service Interface (Nessie)"
–  Developed for the Lightweight File Systems Project"
–  Framework for HPC client/server development"
–  Designed for scalable data movement"
–  RPC-like API (client and server stubs)"
–  Implementations for Portals, InfiniBand, LUC (in development)"
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SQL Service Features"
–  Provides “bridge” between parallel apps and external DWA"
–  Runs on Red Storm/XMT network nodes"
–  Titan apps communicate with SQL service using Nessie (over Portals)"
–  Service accesses Netezza through standard interface (e.g., ODBC)"
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•  Compute-Node Client"
–  Extensions of vtkSQL{Database,Query) classes"
–  Marshal args (id, string) for remote func."
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•  Server (on network node)"
–  De-serialize request"
–  Execute query on behalf"
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•  Implemented Parallel Statistics Code as Demo"
–  Pull one or more data sets from Netezza using SQL Service"
–  Use MPI to distribute rows of query results evenly to compute nodes"
–  Compute mean, variance, skewness, kurtosis, covariance, Cholesky 

decompositon"
–  Insert results in a new table on remote Netezza using SQL Service"

•  Demonstration of functionality, not performance"
–  Implemented minimal set of methods to demonstrate functionality"

•  Performance issues"
–  Limitations of API (small requests)!
–  ODBC implementation"
–  Netezza limited to one head node (1 GigE/s max)"
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Move Host to Service Node Original Networked Implementation 



Research Questions (yet to be answered)"
–  What ingest rates will keep up with scientific workloads?"
–  Where are bottlenecks? Between host and S-BLADE? "
–  What software/networking infrastructure will resolve the bottlenecks? "

An evolving architecture to support rapid ingest for HPC workloads"
1)  Stage data to FS during sim, bulk load to DB after.  (post-processing)"
2)  SQL Server sends ODBC requests to remote Netezza (slow network to host)"
3)  SQL Server becomes host (fast access to host, slow to S-BLADEs)"
4)  Multiple service-node hosts (parallel access to back-end S-BLADEs)"
5)  Really wacky!  Hosts and S-BLADEs on fast network (fully integrated)"
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